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Deep	Learning

● A	branch	of	machine	learning		

● Model	high-level	abstractions	in	data	&	Learn	representations	of	data.	

● Replacing	handcrafted	features	with	efficient	algorithms	for	unsupervised	or	semi-
supervised	feature	learning	

● Inspiration:	Neuron	cells		

● Future:	Achieve	AI	



History

Perceptrons		
•Born	in	1960	(by	Frank	Rosenblatt	)	,		First	generation	

•Input	layer		+	a	fixed	hand-crafted	feature+		an	output	layer		

•Classify	some	basic	shapes	

•	Fundamentally	limited	learning	abilities	

							 Hand-crafted	feature	

				 Single	struction



History

2nd-generation	neural	network	
•In	around	1985	(by	Geoffrey	Hinton)	

•Replaced	the	original	single	fixed	feature	layer	with	several	hidden	layers	

•Back-propagation		

•The	correcting	signal	will	be	weakened		

•Too	slow		

•Get	stuck	in	poor	local	optima



History

Support	Vector	Machines(SVM)	
•Raised	by	Vladimir	N.	Vapnik	and	his	co-workers	in	1995	

•Statistical	learning	theory	

•The	kernel	function		

•Features	are	directly	obtained	not	learnt	from	the	data	itself	



History

Convolutional	Neural	Network		
•Exploit	its	advantages	related	to	“deep"	and	overcome	the	limitations	

•The	one	milestones	architecture	

•Only	uses	local	connections	and	shared	weights	

•Big	success	in	ILSVRC	2012
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Traditional	Approach

Features	are	the	key	

Multitude	of	hand-designed	features		

			SIFT	HOG…	





Pros

• Learn	features	hierarchy	all	the	way	from	pixels	to	classifier	

• Each	layer	extracts	features	from	the	output	of	previous	layer	

• Train	all	layers	jointly	

• Simple	classifier	“NN”	in	the	last	layer	

• Deep	architecture	can	fit	various	images	fast	

• Higher	level	layers	encode	more	abstract	features	

• Higher	level	layers	show	more	invariance	to	instantiation	parameters	(translation,	
rotation,lighting	changes)	

• Convolutional	neural	network	image	statistics	are	translation	invariant	(objects	and	
viewpoint	translates)



Cons	

• Large-scale	training	database	

• Compute	capability		

Xeon(R)	CPU	E3-1241	v3	3.50GHz*8/16G/Quadro	K2200/CUDA	7.5	

MNIST	Ubuntu	14.04	on	CPU：270s	

MNIST	Ubuntu	14.04	on	GPU：160s	

MNIST	Ubuntu	14.04	on	GPU	with	cuDNN：30s	

	





Cifar-10

● Classify 32x32 colour images.
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ImageNet

• Large	Scale	Visual	Recognition	Challenge		

• One	of	the	largest	and	the	most	challenging	computer	vision	challenge.	

• 14,197,122	images	

• Five	hundred	images	per	category		

• Very	useful	resource	for	researchers	

• http://rodrigob.github.io/are_we_there_yet/build/
classification_datasets_results.html

http://rodrigob.github.io/are_we_there_yet/build/classification_datasets_results.html


AlexNet

• Presented	by	Alex	Krizhevsky	et	al.	in	NIPS	2012		

• Won	the	ILSVRC	2012	challenge	

• Classify	the	1.2	million	high-resolution	images	into	the	1000	different	classes,	and	
in,	we	achieved	top-1	and	top-5	error	rates	of	37.5%	and	17.0%	in	the	ImageNet	
LSVRC-2010	contest	

• 60	million	parameters	and	650,000	neurons,	consists	of	five	convolutional	layers,	
some	of	which	are	followed	by	max-pooling	layers,	and	three	fully-connected	layers	
with	a	final	1000-way	softmax	

• “Dropout”		to	reduce	overfitting	in	the	fully-connected	layers	

• Achieved	a	winning	top-5	test	error	rate	of	15.3%,	compared	to	26.2%	achieved	by	
the	second-best	entry	in	the	ILSVRC-2012	competition	





GoogLenet

•The	new	state	of	the	art	for	classification	and	detection	in	the	ImageNet	2014	

•	Google	team	

•A	22	layers	deep	network		

•Increasing	the	depth	and	width	of	the	network	

•keeping	the	computational	budget	constant	

•“Going	Deeper	with	Convolutions”



So	What?

● Deep	learning	(Convolutional	Neural	Network)	is	best	performing	image-
classification	method	for	ImageNet		

● What	about	Object	Recognition/Detection?
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PASCAL	VOC	Challenge	datasets

• PASCAL	Visual	Object	Classes	Challenge		

• Provides	standardized	image	data	sets	for	object	class	recognition	

• Enables	evaluation	and	comparison	of	different	methods		

• Ran	challenges	evaluating	performance	on	object	class	recognition	

• 20	classes,	~10K	images,	~25K	annotated	objects	

• Evaluation:	•	Average	Precision	(AP)	per	class	•	mean	Average	Precision	

• R-CNN	

• DPM



Object	Detection

● Localizing	objects	

● Classify	objects		

● Training	data	can	be	insufficient
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DPM

● Deformable	Parts	Mode	

● The	winner	for	VOC	07,08,09	

● PEDRO	F.	FELZENSZWALB	

● Visual	Object	Challenge	“Lifetime	Achievement”	Prize,	2010	

● Advanced	version	of	“HOG+SVM”



HOG

● The	histogram	of	oriented	gradients		

● The	technique	counts	occurrences	of	gradient	orientation	in	localized	portions	of	
an	image	

● Navneet	Dalal	and	Bill	Triggs,	researchers	for	the	French	National	Institute	for	
Research	in	Computer	Science	and	Automation	(INRIA),	first	described	HOG	
descriptors	at	the	2005	Conference	on	Computer	Vision	and	Pattern	Recognition	
(CVPR)	

● Pedestrian	detection	(HOG+SVM)



HOG

	Gradients	







HOG

• The	local	object	appearance	and	shape	within	an	image	can	be	described	by	the	
distribution	of	intensity	gradients	or	edge	directions.		

• The	image	is	divided	into	small	connected	regions	called	cells,	and	for	the	pixels	
within	each	cell,	a	histogram	of	gradient	directions	is	compiled.	The	descriptor	is	
then	the	concatenation	of	these	histograms.		

• For	improved	accuracy,	the	local	histograms	can	be	contrast-normalized	by	
calculating	a	measure	of	the	intensity	across	a	larger	region	of	the	image,	called	a	
block,	and	then	using	this	value	to	normalize	all	cells	within	the	block.	This	
normalization	results	in	better	invariance	to	changes	in	illumination	and	shadowing.



HOG

Input image

Normalize

Gradients

Weighted vote into 
orientation cells

Contrast normalize over blocks

HOG



Gamma/Colour	Normalization

For	better	invariance	to	illumination,	shadowing,nosing,	it	is	also	useful	to	contrast-
normalize	the	local	responses	before	using	them



Gradient	Computation

● For	color	images,	we	calculate	separate	gradients	for	each	color	channel,	and	take	
the	one	with	the	largest	norm	as	the	pixel’s	gradient	vector	

 



Spatial	/	Orientation	Binning

● Each	pixel	calculates	a	weighted	vote	for	an	edge	orientation	histogram	channel	
based	on	the	orientation	of	the	gradient	element	centered	on	it,	and	the	votes	are	
accumulated	into	orientation	bins	over	local	spatial	regions



Spatial	/	Orientation	Binning

● Increasing	the	number	of	orientation	bins	improves	performance	significantly	up	
to	about	9	bins,	but	makes	little	difference	beyond	this	

● 	Cells	can	be	either	rectangular	or	radial	(log-polar	sectors).	



Normalization	and	Descriptor	Blocks

• Normalize	all	cells	across	block,	and	then	using	this	value	to	within	the	block	

• Better	invariance	to	changes	in	illumination	and	shadowing.	

• Optimal	setting	for	Pedestrian	detection	:	6*6/cell,	3*3/block,	9bins



HOG

8*8/cell	

2*2/block	

9	bins	

Stepsize:8	

Image	size	64*128		

HOG	Vector=?-D

4*9=36/block	

7	windows	in	x		

15	windows	in	y	

36*7*15=3780-D



SIFT

● Scale-invariant	feature	transform	(or	SIFT)	

● Published	by	David	Lowe	in	1999,	ICCV	

● SIFT	can	robustly	identify	objects	even	among	clutter	and	under	partial	occlusion	

● Invariant	to	uniform	scaling,	orientation,	and	partially	invariant	to	affine	distortion	
and	illumination	changes	

● Uses	a	much	larger	number	of	features	from	the	images	to	reduces	the	
contribution	of	the	errors	

● SIFT-like	GLOH,	PCA-SIFT…	

● For	scale	changes	in	the	range	2-2.5	and	image	rotations	in	the	range	30	to	45	
degrees,	SIFT	and	SIFT-based	descriptors	again	outperform	other	contemporary	
local	descriptors	with	both	textured	and	structured	scene	content.



Idea	of	SIFT	

● Image	content	is	transformed	into	local	feature	coordinates	that	are	invariant	to	
translation,	rotation,	scale,	and	other	imaging	parameters



Scales	Space

● Scale-space	theory	is	a	framework	for	multi-scale	signal	representation	developed	
by	the	computer	vision,	image	processing	and	signal	processing	communities	with	
complementary	motivations	from	physics	and	biological	vision.		

● It	is	a	formal	theory	for	handling	image	structures	at	different	scales,	by	
representing	an	image	as	a	one-parameter	family	of	smoothed	images,	the	scale-
space	representation,	parametrized	by	the	size	of	the	smoothing	kernel	used	for	
suppressing	fine-scale	structures.	

● The	parameter								in	this	family	is	referred	to	as	the	scale	parameter,	with	the	
interpretation	that	image	structures	of	spatial	size	smaller	than	about		have			
largely	been	smoothed	away	in	the	scale-space	level	at	scale	t.





Gaussian	Blur



Gaussian	Blur



Image	Pyramids



Example:	Subsampling



DoG（Difference	of	Gaussian）



Lowe’s	Pyramid	Scheme



Key	Point	Localization



Orientation	Assignment

Each	key	point	has	

•Location	

•Scale	

•Orientation	

	Next	is	to	compute	a	descriptor	for	the	local	image	region	about	each	keypoint



 Keypoint	Descriptors
● Shown	with	2	X	2	descriptors	over	8	X	8	

● In	experiments,	4x4	arrays	of	8	bin	histogram	is	used,	

● A	total	of	32features	for	one	keypoint





DPM

● Deformable	Parts	Mode	

● The	winner	for	VOC	07,08,09	

● PEDRO	F.	FELZENSZWALB	

● Visual	Object	Challenge	“Lifetime	Achievement”	Prize,	2010	

● Advanced	version	of	“HOG+SVM”



DPM

● Part-Based	models	

● Parts	—	local	appearance	templates	

● Springs	—	spatial	connections	between	parts	



Part	configuration	score	function



DPM





Object	Recognition	

Questions:		

• What	is	it?		

• Where	is	it?



Exhaustive	Search	

Exhaustive	search:		

• 	Windows	to	evaluate:	100,000	–	1,000,000		

• Simple-to-compute	features		

• Weak	classifiers



So	what?

● Deep	learning	(Convolutional	Neural	Network)	is	best	performing	image-
classification	method	for	ImageNet		

● What	about	Object	Recognition/Detection?
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Selective	Search





Segmentation as Selective Search





Efficient	Graph-Based	Image	
Segmentation

Published	y	Felzenszwalb	in	IJCV	2004	

Image	vs	Graph	

MST	(Minimun	Spanning	Tree)	

					A	spanning	tree	of	a	connected,	undirected	graph.	It	connects	all	the	vertices	together	with	
the	minimal	total	weighting	for	its	edges.



Definition 















































where																					denotes	if	the	similarity	measure	is	used	or	not
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When	labeled	training	data	are	scarce,	supervised	pre-training	for	an	auxiliary	task,	
followed	by	domain-specific	fine-tuning,	boosts	performance	significantly.		

Improves	mean	average	precision	(mAP)	by	more	than	50	percent	relative	to	the	
previous	best	result	on	VOC	









Object Proposal Transformations



Extracts	a	fixed-length	feature	vector	From	each	proposal	using	a	CNN	



Then	classifies	each	region	with	category-specific	linear	SVMs	



Training 
Supervised	Pre-Training	

		 Pre-trained	the	CNN	on	ILSVRC2012	classification	

Domain-Specific	Fine-Tuning	

						(N	+1)-way	classification		

						0.5	IoU	overlap	with	a	ground-truth	boxas	positives	

						Learning	rate	of	0.001	

	 32	positive	and	96	background	to	construct	a	minibatch	of	size	128	

Object	Category	Classifiers	

						SVM	per	class	

						Only	ground	truth	as	positive		

						Less	then	0.3	IoU	overlap	as	negative	(decrease		mAP	by	5	points	if	0.5)	

						Drop	from	54.2	to	50.9	percent	mAP	in	21-way	softmax	in	VOC	2007	

	



Testing

• Run	selective	search	to	extract	around	2,000	region	proposals	(	“fast	mode”)	

• Warp	each	proposal	and	forward	propagate	it	through	the	CNN		

• Score	each	extracted	feature	vector	using	the	SVM	trained	for	that	class.	

• Greedy	non-maximum	suppression	(for	each	class	independently)	

										Rejects	a	region	if	it	has	an	intersection-over-union	(IoU)	overlap	with	a	higher	scoring									
	 selected	region	larger	than	a	learned	threshold	

• Bounding	box	regression	

							Use	a	simple	bounding-box	regression	stage	to	improve	localization	performance



Results	Analysis

• Comparison	with	other	method	

• Run	Time	Analysis	

• Ablation	study







Results



Results	Analysis

R-CNNs	vs	OverFeat	detection	system	

• Uses	a	sliding-window	CNN	for	detection	

• A	top-performing	method	on	the	ILSVRC	2013	detection	challenge	

• mAP	of	31.4	percent	vs	24.3	percent	on	the	200-class		

R-CNNs	vs	The	popular	deformable	part	models	

• mAP	of	62.9	percent	vs	33.4.	percent	on	VOC2010	

R-CNNs	vs	Same	region	proposals	with	a	spatial	pyramid	and	bag-of-visual	words	

• mAP	of	62.9	percent	vs	35.1	percent	on	VOC2010



Run-Time	Analysis

Two	properties	make	detection	efficient	

• All	CNN	parameters	are	shared	across	all	categories	

• The	feature	vectors	computed	by	the	CNN	are	low-dimensional	when	compared	to	
other	common	approaches	(360	k	versus	4	k-dimensional)	

• Computing	region	proposals	and	features	

• The	only	class	specific	computations	are	dot	products	between	features	and	SVM	
weights	

• Around	10	s/image	on	a	GPU	or	53	s/image	on	a	CPU(TorontoNet)	

• Takes	only	30	ms	longer	to	detect	200	classes	than	20	classes	on	a	CPU



																											Pool5										fc6												fc7	





Latest	Versions

Fast	R-CNN		

• A	fast	framework	for	object	detection	with	deep	ConvNets	

• 9x	faster	than	traditional	R-CNN		

• Involved	ROI	pooling	layer	to	speed	up	

• Reduces	detection	times	(excluding	region	proposal	computation)	to	50	to	300	ms	per	
image	

Faster	R-CNN	

• Runs	200x	faster	than	R-CNN	and	10x	faster	than	SPPnet	at	test-time	

• A	significantly	higher	mAP	on	PASCAL	VOC	than		R-CNN	

• Region	proposal	network
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Implementation

Caffe	
•Convolution	Architecture	For	Feature	Extraction	

•Written	in	C++		

•Seamless	switch	between	CPU	and	GPU

http://caffe.berkeleyvision.org/


Implementation

https://github.com/rbgirshick/rcnn 

																				Person	Score=1.942																																																										Bicycle	Score=0.439

https://github.com/rbgirshick/rcnn
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Latest	Applications

DeepDream		

A	computer	vision	program	created	by	Google	which	uses	a	convolutional	neural	
network	to	find	and	enhance	patterns	in	images	via	algorithmic



Deep	Artist		
• Neural	Algorithm	Can	‘Paint’	Photos	In	Style	Of	Any	Artist	From	Van	Gogh	To	

Picasso	

• Can	morph	an	image	to	resemble	a	painting	in	the	style	of	the	great	masters	

• The	system	uses	neural	representations	to	separate	and	recombine	content	and	
style	of	arbitrary	images,	providing	a	neural	algorithm	for	the	creation	of	artistic	
images

Latest	Applications



A	Neural	Algorithm	of	Artistic	Style



The Shipwreck of 
the Minotaur by 

J.M.W. Turner, 1805

The Starry Night by 
Vincent van Gogh, 

1889

E Femme nue assise 
by Pablo Picasso, 

1910

Der Schrei 
by Edvard 

Munch, 1893

Composition 
VII by 

Wassily 
Kandinsky, 

1913
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