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Abstract
Music and speech are two realms predominately
species-specific to humans, and many human creative
endeavors involve these two modalities. The pairing
of music and spoken text can heighten the emotional
and cognitive impact of both - the complete song be-
ing much more compelling than either the lyrics or the
accompaniment alone. This work describes a system
that is able to automatically generate and evaluate mu-
sical accompaniments for a given set of lyrics. It de-
rives the rhythm for the melodic accompaniment from
the cadence of the text. Pitches are generated through
the use of n-gram models constructed from melodies of
songs with a similar style. This system is able to gen-
erate pleasing melodies that fit well with the text of the
lyrics, often doing so at a level similar to that of human
ability.

Introduction
Programmers and researchers have often attempted to endow
machines with some form of intelligence. In some cases, the
end goal of this is purely practical; a machine with the capac-
ity to learn could provide a multitude of useful and resource-
saving tasks. But in other cases, the goal is simply to make
machines behave in a more creative or more “human” man-
ner. As one author explains, “Looked at in one way, ours
is a history of self-imitation...We are ten times more fasci-
nated by clockwork imitations than by real human beings
performing the same task.” (McCorduck 2004).

One major area of human creativity involves the produc-
tion of music. Wiggins (2006) states that, “...musical behav-
ior is a uniquely human trait...further, it is also ubiquitously
human: there is no known human society which does not
exhibit musical behaviour in some form.” Naturally, many
computer science researchers have turned their attention to
musical computation tasks. Researchers have attempted
to classify music, measure musical similarity, and predict
the musical preferences of users (Chai and Vercoe 2001;
McKay and Fujinaga 2004). Others have investigated the
ability to search through, annotate, and identify audio files
(Dannenberg et al. 2003; Dickerson and Ventura 2009).
More directly in the realm of computational creativity, re-
searchers have developed systems that can automatically
arrange and compose music (Oliveira and Cardoso 2007;
Delgado, Fajardo, and Molina-Solana 2009).

Like music, speech is an ability that is almost exclusively
human. While species such as whales or birds may com-
municate through audio expressions, and apes may even
be taught simple human-like vocabularies and grammars
using sign language, the complexities of human language
set us apart in the animal kingdom. Major research ef-
forts have been directed toward machine recognition and
synthesis of human speech (Rabiner 1989; Koskenniemi
1983) Computers programs have been designed to carry
on conversations, some of them doing so in a surprisingly
human-like manner (Weizenbaum 1966; Saygin, Cicekli,
and Akman 2000). More creative programming endeav-
ors have involved the generation of poetry (Gervás 2001;
Rahman and Manurung 2011) or text for stories (Riedl 2004;
Pérez y Pérez and Sharples 2004; Gervás et al. 2005;
Ang, Yu, and Ong 2011).

Gfeller (1990) points out the similarities between speech
and music: “Both speech and music are species specific and
can be found in all known cultures. Both forms of com-
munication evolve over time and have structural similari-
ties such as pitch, duration, timbre, and intensity organized
through particular rules (i.e. syntax or grammar) that result
in listener expectations.” Studies show that music and the
spoken word can be particularly powerful when paired to-
gether. For example, in one study, researchers found that
a sung version of a story was often more effective at re-
ducing an undesirable target behavior than a read version
of the story (Brownell 2002). Music can help individuals
with autism and auditory processing disorders more easily
engage in dialog (Wigram 2002). The pairing of music with
language can even help individuals regain lost speech abil-
ities through a process known as Melodic Intonation Ther-
apy (Gfeller 1990; Schlaug, Marchina, and Norton 2008).
On the other hand, lyrics have the advantage of being able
to impart discursive information where the more abstract na-
ture of music makes it less fit to do so (Kreitler and Kreitler
1972). Lyrics can also contribute to the emotional impact
of a song. One study found that lyrics enhanced the emo-
tional impact of a selection with sad or angry music (Ali
and Peynircioglu 2006). Another found that lyrics tended to
be a better estimator of the overall mood of a song than the
melody when the lyrics and the melody disagree (Wu et al.
2009).

This work describes a system that can automatically com-



pose melodic accompaniments for any given text. For each
given lyric, it generates hundreds of different possibilities
for rhythms and pitches and evaluates these possibilities
with a number of different metrics in order to select a final
output. The system also incorporates an awareness of musi-
cal style. It learns stylistic elements from a training corpus
of melodies in a given genre and uses these to output a new
piece with similar elements. In addition to self-evaluation,
the generated selections are further evaluated by a human
audience. Survey feedback indicates that the system is able
to generate melodies that fit well with the cadence of the text
and that are often as pleasing as the original accompanying
tunes. Colton, Charnley, and Pease (2011) suggest a number
of different measures that can be used to evaluate systems
during the creative process. We direct particular attention to
two of these–precision and reliability–and demonstrate that,
for simpler styles, our system is able to perform well with
regard to these metrics.

Related Work
Conklin (2003) summarizes a number of statistical models
which can be used for music generation, including random
walk, Hidden Markov Models, stochastic sampling, and
pattern-based sampling. These approaches can be seen in a
number of different studies. For example, Chuan and Chew
(2007) use Markov chains to harmonize given melody lines,
focusing on harmonization in a given style. Cope (2006)
also uses statistical models to generate music in a partic-
ular style, producing pieces indistinguishable from human-
generated compositions. Pearce and Wiggins (2007) provide
an analysis of a number of strategies for melodic generation,
including one similar to the generative model used in this
paper.

Delgado, Fajardo, and Molina-Solana (2009) use a rule-
based system to generate compositions according to a spec-
ified mood. Oliveira and Cardoso (2007) describe a wide
array of features that contribute to emotional content in mu-
sic and present a system that uses this information to select
and transform chunks of music in accordance with a target
emotion.

Researchers have also directed efforts towards develop-
ing systems intended for accompaniment purposes. Dan-
nenberg (1985) presents a system of automatic accompani-
ment designed to adapt to a live soloist. Lewis (2000) also
details a “virtual improvising orchestra” that responds to a
performer’s musical choices.

While not directly related to generating melodic accompa-
niment for lyrics, a number of studies have looked at align-
ing musical signals to textual lyrics (the end result being
similar to manually-aligned karaoke tracks). For example,
Wang and associates (2004) use both low-level audio fea-
tures and high-level musical knowledge to find the rhythm
of the audio track and use this information to align the mu-
sic with the corresponding lyrics.

Methodology
In order to generate original melodies, a set of melodies
is compiled for each different style of composition. These

melodies were isolated from MIDIs obtained from the Free
MIDI File Database1 and the “I Love MIDIs” website2.
These selections help determine both the rhythmic values
and pitches that will be assigned to each syllable of the
text. The system catalogs the rhythmic patterns that occur
for each of the various numbers of notes in a given mea-
sure. The system also creates an n-gram model representing
what notes are most likely to follow a given series of notes
in a given set of melodies. Models were developed for three
stylistic categories: nursery rhymes, folk songs (bluegrass),
and rock songs (Beatles).

For each lyric, the system first analyzes the text and as-
signs rhythms. It determines where the downbeats will fall
for each given line of the text. One hundred different down-
beat assignments are generated randomly, and evaluated ac-
cording to a number of aesthetic measures. The system se-
lects the random assignment with the highest score for use
in the generated melody. The system then determines the
rhythmic values that will be assigned to each syllable in the
text by counting the number of syllables in a given measure
and finding a rhythm that matches that number of syllables
in one of the songs of the training corpus. Once rhythmic
values are assigned, the system assigns pitches to each value
using the n-gram model constructed from the training cor-
pus. Once again, one hundred different assignments are gen-
erated and evaluated according to a number of metrics. Fur-
ther details on the rhythm and pitch generation are provided
in the following subsections.

Rhythm Generation
Rhythms are generated based on patterns of syllabic stress
in the lyrics. Each word of the text is located in the CMU
Pronunciation Dictionary3 to determine the stress patterns of
the constituent phonemes. (Each phoneme in the dictionary
is labeled 0, 1, or 2 for “No Stress,” “Primary Stress,” or
“Secondary Stress.”) The system also looks up each word to
determine if it occurs on a list of common articles, preposi-
tions, and conjunctions.

The system then attempts to find the best positions for
downbeats. For each given line of text, the system gener-
ates 100 possible downbeat assignments. The text of each
line is distributed over four measures, so four syllables are
randomly selected to carry a downbeat. Each assignment
is then scored, and the system selects the assignment re-
ceiving the highest score for use in the melodic accompani-
ment. Downbeat assignments that fall on stressed syllables
are rated highly, as are downbeats that fall on the beginning
of a word and ones that do not fall on articles, prepositions,
or conjunctions. Downbeat assignments that space syllables
more evenly across the allotted four measures are also rated
more highly (i.e. assignments that have a lower standard de-
viation for number of syllables per measure receive higher
scores). See Figure 4 for further details on the precise down-
beat scoring metrics. Figure 1 illustrates a possible down-
beat assignment for a sample lyric.

1http://www.mididb.com/
2http://www.ilovemidis.com/ForKids/NurseryRhymes/
3http://www.speech.cs.cmu.edu/cgi-bin/cmudict



Lyrics: Pat a cake pat a cake
Phonemes: PAET AH KEYK PAET AH KEYK
Stress: 1 0 1 1 0 1
Downbeats: true false false true false false

Lyrics: ba- ker’s man
Phonemes: BEY KERZ MAEN
Stress: 1 0 1
Downbeats: true false true

Figure 1: Sample downbeat assignments for Pat-A-Cake
lyrics

Figure 2: Default rhythm assignments for Pat-A-Cake lyrics

Once the downbeats are assigned, a rhythmic value is
assigned to each syllable. The system randomly selects a
piece in the training corpus to provide rhythmic inspiration.
This selection determines the time signature of the gener-
ated piece (e.g. three beats or four beats to a measure).
For each measure of music generated, the system looks to
the selected piece and randomly chooses a measure that has
the necessary number of notes. For example, if the system
needs to generate a rhythm for a measure with three sylla-
bles, it randomly chooses a measure in the training corpus
piece that has three notes in it and uses its rhythm in the
generated piece. If no measures are available that match
the number of syllables in the lyric, the system arbitrarily
assigns rhythmic values, with longer values being assigned
to earlier syllables. For example, in a measure with three
syllables using a three-beat pattern, each syllable would be
assigned to a quarter note. In a measure with four syllables,
the first two syllables would be assigned to quarter notes and
the last two syllables to eighth notes. Figure 2 illustrates the
default rhythms assignment for a sample lyric.

Pitch Generation
Once the rhythm is determined, pitches are selected for the
various rhythmic durations. Selections from a given style
corpus are first transposed into the same key. Then an n-
gram model with an n value of four is constructed from these
original melodic lines. The model was created simply from
the original training melodies, with no smoothing. For the
new, computer-generated selections, melodies are initialized
with a series of random notes, selected from a distribution
that models which notes are most likely to begin musical
selections in the given corpus. In order to foster song cohe-
sion, each line of the song is initialized with the same ran-
domly generated three notes. Additional notes for each line
are randomly selected based on a probability distribution of
what note is most likely to follow the given three notes as
indicated by the n-gram model of the style corpus.

The system generates several hundred possible series of
pitches for each line. Each possible pitch assignment is
then scored. To encourage melodic interest, higher scores
are given to melodic lines with a higher number of distinct

Figure 3: Sample pitch assignments for Pat-A-Cake lyrics

pitches and melodies featuring excessive repeated notes are
penalized. Melodies with a range greater than an octave and
a half or with interval jumps greater than an octave are pe-
nalized since these are less “sing-able.” Melodic lines that
do not end on a note in a typical major or minor scale and
final melodic lines that do not end on a tonic note are given
a score of zero. More precise details about the scoring of
pitch assignments are given in Figure 4. Possible pitch as-
signments for a sample lyric are shown in Figure 3.

Results
Accompaniments were generated for lyrics in three stylistic
categories: nursery rhymes, folk songs (bluegrass), and rock
songs (Beatles). In each case, an attempt was made to find
less commonly known melodies, so that the generated music
could be more fairly compared to the original melodic lines.
Melodic lines were generated for the following:

Nursery rhymes:

• Goosey Goosey Gander

• Little Bo Peep

• Pat-a-Cake

• Rub-a-Dub-Dub

• The Three Little Kittens

Folk songs:

• Arkansas Traveler

• Battle of New Orleans

• Old Joe Clark

• Sally Goodin

• Wabash Cannonball

Rock songs:

• Act Naturally

• Ask Me Why

• A Taste of Honey

• Don’t Pass Me By

• I’ll Cry Instead

Three melodies were generated for each of the fifteen
lyrics considered. One was generated using a corpus of
songs that matched the style of the lyrics (e.g. to generate
a melody for Goosey Goosey Gander the four other nursery



1: MelodicAccompaniment(Lyric,StyleCorpus)
2: for all LINEi in Lyric do
3: STRi ← patterns of syllabic stress in LINEi

4: POSi ← parts of speech for each syllable in LINEi

5: BEGi ← boolean values indicating that a syllable in
LINEi begins a word

6: for i = 1→ 100 do
7: DBj ← randomly assign downbeats to four syllables
8: scorej ← ScoreDownbeats(DBj ,STRi,POSi,BEGi)
9: end for

10: DBi ← DBj that coincides with the largest scorej

11: RHY THMi ← SelectRhythms(DBi)
12: for i = 1→ 100 do
13: PITCHESj ← assign pitches using n-gram model

from StyleCorpus
14: scorej ← ScorePitches(PITCHESj)
15: end for
16: PITCHESi ← PITCHESj that coincides with the

largest scorej

17: MELODYi ← combine RHY THMi and PITCHESi

18: MELODY + = MELODYi

19: end for
20: return MELODY

1: ScoreDownbeats(DBj ,STRi,POSi,BEGi)
2: for k = 1→ j do
3: If DBjk and STRik = 1 then score+ = 1
4: If DBjk and POSik! = Art|Prep|Conj then score+ =

0.5
5: If DBjk and BEGik then score+ = 0.5
6: x← maxSyllablesPerMeasure
7: score+ = (x− stdDevSyllablesPerMeasure) ∗ 0.5
8: score+ = (x− numPickupSyllables) ∗ 0.25
9: score+ = (x− numSyllablesLastMeasure) ∗ 0.25

10: end for
11: return score

1: SelectRhythms(Di, Si)
2: M ← divide Si into measures based on Di

3: C ← randomly select a song in StyleCorpus
4: R← 0
5: for all Mj in M do
6: Rj ← randomly selected measure from C with the same #

of notes as syllables in Mj

7: R += Rj

8: end for
9: return R

1: ScorePitches(PITCHESj)
2: score← uniqueP itches(PITCHESj)/size(PITCHESj)
3: If MaxRepeatP itches(PITCHESj) <

maxRepeatP itches then score+ = 1
4: If Range(PITCHESj) < maxRange then score+ = 1
5: If MaxInterval(PITCHESj) < maxInterval then

score+ = 1
6: If !EndsOnScaleNote(PITCHESj) then score = 0
7: If LastLine(j) and !EndsOnTonic(PITCHESj) then

score = 0
8: return score

Figure 4: Algorithm for automatically generating melodic
accompaniment for text

bluegrass nursery rock average
bluegrass 1.34 3.09 1.19 1.87
nursery 1.14 3.32 1.19 1.88
rock 1.25 3.28 1.11 1.88
original 1.50 3.50 1.47 2.16

Table 1: Average responses to the question “How familiar
are you with these lyrics?” Each row represents a composi-
tional style and each column a category of lyrics.

rhyme songs were used to build the n-gram model) and two
more were generated in the remaining two creative styles4.

Study participants were divided into four groups. Each
group was asked to listen to versions of songs for each of the
fifteen lyrics, with selections for each group being a mixture
of lyrics with the original human-composed melodies and
lyrics with the three types of computer-generated melodies.
Subjects were not informed that any of the melodies were
computer-generated until after data collection. Fifty-two
subjects participated in the study, and each melodic version
was played for thirteen people.

After each selection, subjects were asked to respond to the
following questions (1=not at all, 5=very much):

• How familiar are you with these lyrics? 1 2 3 4 5

• How familiar are you with this melody? 1 2 3 4 5

• How pleasing is the melodic line? 1 2 3 4 5

• How well does the music fit with the lyrics? 1 2 3 4 5

• Is this the style of melody you would have expected to
accompany these lyrics? 1 2 3 4 5

• Are you familiar with any other melodies for these lyrics?
YES NO

Table 1 shows the average responses to the question about
familiarity of lyrics for each of the three categories. In
each case, lyrics were rated as more familiar when they
were paired with their original melodies as opposed to the
computer-generated melodies. However, none of these dif-
ferences were significant at the p < 0.05 level. The majority
of subjects were relatively unfamiliar with the bluegrass and
rock lyrics. The nursery rhyme lyrics were slightly more
familiar, but in many cases, subjects were familiar with the
lyrics but not any specific tune.

Table 2 shows the average responses to the question about
familiarity of melody for each of the three categories. On
average, subjects were slightly more familiar with the orig-
inal melodies in the bluegrass and rock categories than they
were with the lyrics. The original nursery rhymes melodies
were rated as slightly less familiar on average than the lyrics.
System-generated melodies received an average score of less
than two for familiarity in each of the three categories (sig-
nificantly lower than original melodies with a statistical sig-
nificance of p < 0.01).

Subjects were likely to be less receptive to new melodies
if they were very familiar with the old ones. (One respondent

4Selections generated for these experiments are available at
http://axon.cs.byu.edu/emotiveMusicGeneration



bluegrass nursery rock average
bluegrass 1.62 1.49 1.40 1.50
nursery 1.53 2.17 1.34 1.68
rock 1.41 1.39 1.24 1.35
original 2.31 2.94 1.81 2.35

Table 2: Average responses to the question “How familiar
are you with this melody?” Each row represents a composi-
tional style and each column a category of lyrics.

bluegrass nursery rock average
bluegrass 3.50 3.50 3.56 3.52
nursery 3.37 3.24 3.09 3.23
rock 2.70 2.17 2.16 2.34
original 3.79 3.79 2.95 3.51

Table 3: Average responses to the question “How pleasing
is the melodic line?” Each row represents a compositional
style and each column a category of lyrics.

mentioned that hearing a new melody to a familiar childhood
song was a little “unnerving”.) Tables 3 through 7 report
only the responses where subjects indicated that they were
not familiar with an alternate melody for a given set of lyrics.

As shown in Table 3, the system was able to generate
melodies that received the same average ratings for pleasing
melodic lines as the original melodies. The average rating
for songs in the bluegrass style was almost identical to that
of the original melodies. The average ratings for pleasant-
ness of generated nursery rhythm melodies was not signifi-
cantly different than the original tunes.

For over a third of the lyrics, a computer-generated
melody in at least one style was rated as more pleasing than
the original melody. These tunes are listed in Table 4 along
with their average ratings. For example, the original melody
for Battle of New Orleans received a rating of 3.33 for aver-
age melodic pleasantness. The computer-generated melody
for this lyric in a nursery rhyme style received a rating of
3.92. The original melody for Little Bo Peep received an
average melodic pleasantness rating of 3.22. The bluegrass-
styled computer-generated melody received a rating of 3.80,
and the nursery-rhyme-styled generated melody received a
rating of 3.43.

Table 5 shows that the original melodies were rated on
average as fitting a little better with the lyrics (although the
difference between the original melodies and the songs com-
posed in the bluegrass style is not statistically significant).
However, as shown in Table 6 a number of the individual
computer-generated melodies were still rated as fitting bet-
ter with the lyrics than the original melodies. For example,
the rock version of Old Joe Clark received a rating of 3.00
from this metric while the original version received a rating
of 2.75. Both the bluegrass and nursery-rhyme versions of
Ask Me Why received higher ratings than the original ver-
sion.

Table 7 reports responses to the question “Is this the
style of melody you would have expected to accompany
these lyrics?” Not surprisingly, the original melodies were
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bluegrass 3.23 3.60 3.80 3.50 4.23 3.79
nursery 3.92 3.43 3.17 2.91 3.14 2.92
rock 2.83 2.60 2.13 2.54 2.00 2.36
original 3.33 3.22 3.50 2.70 2.83 2.12

Table 4: Average responses to the question “How pleasing
is the melodic line?” for six songs where system-generated
melody in one or more styles scored higher than the original
melody.

bluegrass nursery rock average
bluegrass 3.59 3.20 3.18 3.32
nursery 3.35 3.36 2.71 3.14
rock 3.23 2.18 2.26 2.56
original 3.88 4.27 2.90 3.68

Table 5: Average responses to the question “How well does
the music fit with the lyrics?” Each row represents a compo-
sitional style and each column a category of lyrics.

more “expected” on average than melodies composed in
new styles. The computer-generated melodies composed in
the style of the original melodies were also generally more
expected with one exception: bluegrass melodies for rock
lyrics tended to receive higher expectation ratings.

In a number of cases, the system was able to compose an
unexpected melody that still received high ratings for pleas-
ing melodies and a lyric/note match. Two such examples are
shown in Table 8. In both cases, the songs received above
average ratings for melodic pleasantness and average ratings
for music/lyric match, but below average ratings for style ex-
pectedness.

Discussion
The original nursery rhymes were composed predominantly
with notes of the major scale, and the rhythms in these
songs were similarly simple. (Songs generated with corpus-
inspired rhythms were quite similar to songs generated with
the system’s default rhythms.) With the exception of a
flat seventh introduced by the mixolydian scale of Old Joe
Clark, the bluegrass melodies also feature pitches exclu-
sively from the major scale. Bluegrass rhythms also tended
to be similarly straightforward. With simpler rhythms and
fewer accidentals, more of the melodies generated in these
two styles are likely to “work.” The original bluegrass
melodies tended to have more interesting melodic motion,
and this appears to have translated into more interesting
system-generated melodies. In contrast, the rock songs fea-
tured a much wider variety of scales and accidentals. These
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bluegrass 4.08 2.71 4.25 3.54 2.57 3.43
nursery 3.08 2.75 3.80 3.07 2.85 2.38
rock 3.08 3.00 2.18 1.77 2.08 2.27
original 3.91 2.75 4.17 2.75 2.79 2.15

Table 6: Average responses to the question “How well does
the music fit with the lyrics?” for six songs where system-
generated melody in one or more styles scored higher than
the original melody.

bluegrass nursery rock average
bluegrass 3.47 2.85 2.91 3.08
nursery 3.22 3.46 2.44 3.04
rock 3.12 1.82 2.14 2.36
original 3.69 4.27 2.79 3.58

Table 7: Average responses to the question “Is this the style
of melody you would have expected to accompany these
lyrics?”

extra tones do add color to the generated selections, but fur-
ther refinements may be necessary to select which more
complicated melodies are “fresh” or “original” instead of
just “weird.”

Wiggins (2006) proposes a definition for computational
creativity as “The performance of tasks which, if performed
by a human, would be deemed creative.” The task of simply
composing any decent new melody for an established tune
could be considered creative. Composing one that improved
on the original constitutes an even greater degree of creative
talent. By this metric, our system fits the definition of “cre-
ative.”
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How pleasing is the melodic line? 3.80 3.50
How well does the music fit with the lyrics? 3.20 3.17
Is this the style of melody you would have expected? 2.60 2.50

Table 8: Average responses to questions for two songs where
the melodic accompaniment was surprising but still worked.

Colton (2008) suggests that, for a computational system
to be considered creative, it must be perceived as possess-
ing skill, appreciation, and imagination. A basic knowledge
of traditional music behavior allows a system to meet the
“skillful” criteria. Our system takes advantage of statistical
information about rhythms and melodic movement found in
the training songs to compose new melodies that behave ac-
cording to traditional musical conventions. A computational
system may be considered “appreciative” if it can produce
something of value and adjust its work according the pref-
erences of itself or others. Our system addresses this cri-
terion by producing hundreds of different possible rhythm
and pitch assignments and evaluating them against some ba-
sic rules for pleasantness and singability. The “imaginative”
criterion can be met if the system can create new material in-
dependent of both its creators and other composers. Since all
of the generated melodies can be distinguished from songs
in the training corpora, this criterion is met at least on a ba-
sic level. Our system further demonstrates its imaginative
abilities by composing melodies in alternate styles that still
manage to demonstrate an acceptable level of melodic pleas-
antness and synchronization with the cadence of the text.

Boden (1995) argues that unpredictability is also a criti-
cal element of creativity, and a number of researchers have
investigated the role of unpredictability in creative systems
(Macedo 2001; Macedo and Cardoso 2002) Our system
meets the requirement of unpredictability with its ability to
compose in various and sometimes unexpected styles. It
is able to generate melodies that surprise listeners but still
achieve high ratings for pleasantness.

Colton, Charnley, and Pease (2011) propose a number of
different metrics in conjunction with their FACE and IDEA
models that can be used to assess software during a session
of creative acts. Equations for calculating these metrics are
listed in Figure 5, were S is the creative system, (cgi , e

g
i )

is a concept/expression pair generated by the system, ag is
an aesthetic measure of evaluation, and t is a minimum ac-
ceptable aesthetic threshold. Two of the measures suggested
are precision (obtained by dividing the number of generated
works by the number that met a minimum acceptable aes-
thetic level) and reliability (obtained from taking the sys-
tem’s best creation as calculated by some aesthetic measure
and subtracting the system’s worst). Table 9 reports the re-
sults of these calculations for the system’s compositions in
each of the three styles and compares them to the same met-
rics calculated for the original songs using responses to the
question “How pleasing is the melodic line?” as the scoring
metric. In order to calculate precision, we consider the worst
score obtained by an original, human-composed melody to
be the minimum acceptable threshold value. While the prize
for most pleasing melody still goes to a human-composed
song, all of the songs composed in a bluegrass and nursery
style and two-thirds of the rock songs meet the basic crite-
ria of being better than the worst original melody. The sys-
tem is generating original melodies that are better than some
established, human-generated songs a remarkable percent-
age of the time. The reliability of the system in generating
bluegrass and nursery-style melodies is also worth mention-
ing. The reliability measures for these two categories are
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Figure 5: Assessment metrics proposed by Colton, Charn-
ley, and Pease (2011)

bluegrass nursery rock original
average 3.52 3.23 2.34 3.51
best ever 4.23 3.92 3.83 4.50
worst ever 2.93 2.58 1.73 2.12
precision 1.00 1.00 0.67 1.00
reliability 1.30 1.33 2.11 2.38

Table 9: Assessment metrics calculate on average responses
to the question “How well does the music fit with the
lyrics?”

1.30 and 1.33 as compared to the 2.38 reliability measure
for original songs. (Note that, for reliability, smaller scores
are more desirable.) While the system probably shouldn’t
quit its day job to become a classic rock songwriter quite
yet, it is considerably reliable at producing reasonable and
pleasing melodies in the other two genres.

Similar results can be seen in Table 10 where responses to
the question “How well does the music fit with the lyrics?”
are used as the aesthetic measure. As with the previous cal-
culations, the “worst ever” score for an original melody was
used as a minimum aesthetic threshold for the generated
melodies. Again, all of the nursery rhyme and bluegrass-
styled compositions meet this threshold, as do two-thirds
of the rock-styled songs. A song generated in the nurs-
ery rhyme or bluegrass style also more reliably matches the
lyrics than an arbitrarily selected human-generated song.

Previous versions of our system analyzed each melody
in a given training corpus according to a number of dif-
ferent metrics and used the results in the construction of
neural networks designed to evaluate generated melodies
(Monteith, Martinez, and Ventura 2010). For the sake of
simplicity and computational speed, the most pertinent of
these findings were distilled into rules for use by the sys-
tem in these experiments. In other words, the information
gathered by the system to date about melody generation has
been simplified and codified so that more focus could be di-
rected towards matching rhythms to text. However, the sys-
tem could likely benefit from the use of additional metrics
and further “observation” of human-generated and approved
tunes in its attempts to create pleasing melodies. A simi-
lar process of evaluation could be applied to the process of
rhythm generation, particularly in the assignment of down-
beats. Currently, the system relies on a small set of arbi-
trary, pre-coded rules to determine downbeat placement. It
would likely require a much larger training corpus than we
currently have available, but perhaps more natural-sounding
placements could be obtained if the system could learn from
a corpus of “good” lyric/melody pairings the types of words

bluegrass nursery rock original
average 3.32 3.14 2.56 3.68
best ever 4.25 3.86 4.23 4.75
worst ever 2.57 2.36 1.63 2.15
precision 1.00 1.00 0.67 1.00
reliability 1.68 1.49 2.61 2.60

Table 10: Assessment metrics calculate on average re-
sponses to the question “How well does the music fit with
the lyrics?”

and syllables best suited for supporting downbeats. Audi-
ence feedback could help determine an optimal weighting
of the various evaluation criteria.
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