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Description of the project
This semester-long machine learning project revolves around analyzing a comprehensive movie dataset spanning three decades, from 1986 to 2016, with 6820 movies. We aim to understand the factors influencing movie success, focusing primarily on predicting IMDb scores. By leveraging features such as budget, production company, country of origin, director, genre, revenue, release date, runtime, user rating, number of votes, main actors/actresses, writer, and year of release, the project seeks to uncover patterns and relationships within the movie industry. Additionally, if time permits, secondary models will be developed to try to predict movie revenue and the number of votes. Ultimately, we seek to provide valuable insights into the dynamic landscape of the film industry and its key determinants of success.

What features the data set might include

The dataset has a mix of nominal and continuous values. Continuous values are `Gross`, `budget`, `Runtime`, `votes`, and `score`. We believe all of these can be used, and `score` will be the target variable. `year` may also benefit from some transformation, such as transforming it into an integer representing the number of years since 1986. (the start of the dataset) The remaining features are nominal. Some are easily categorical including `country`, `genre`, and `rating`. Others, however, will require some feature extraction. The `Name` feature can be broken down into qualities like number of characters, and if there is a number in the name. We could also add features such as the ratio of `budget` to `gross` or number of `votes` to `score`. For `company`, `writer`, `director`, and `star` we plan to either use one hot encoding for the n most common names, and classify the rest as “other" or score each one based on how many other movies they appear in. However, because these features have thousands of unique values, it will be informative as to whether the model will find these features significant. We will discover more during exploratory data analysis and be able to make more informed decisions as to which features will be useful and which may benefit from higher order terms or transformations.

	Name
	Popeye

	company
	Paramount Pictures 

	country
	United States

	director
	Robert Altman

	genre
	Adventure

	Gross
	49823037

	budget
	20000000

	rating
	PG

	Runtime
	114

	votes
	30000

	star
	Robin Williams

	writer
	Jules Feiffer

	year
	1980

	score
	5.3






How and from where would the data set be gathered and labeled
The data can be found at the following location: https://www.kaggle.com/datasets/danielgrijalvas/movies. 

This dataset was created by scraping IMDB. There are instances within the dataset where there are no data points such as budget which is left as 0. Since we don’t want the model to think that is an actual value, we could augment our model with a node that indicates whether or not there was a budget value to begin with. 

Not every movie has a: rating, release date (two missing), score (three missing), number votes (same instances as score), writer (three missing), star (one missing), runtime (4 missing), company (17 missing), gross (many missing), budget (many missing), country (3 missing). With the exception of gross and budget, we could probably just remove these few instances from the dataset that are missing data points.
